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Abstract—Multi-path routing is a valuable on-line technique protocol, that relies on simpler feedbacks, uses less mktwo
to deal with unpredictable and variable traffic patters, mogly  resources.
for intra-domain TE, multi-homing, wireless mesh networks
metropolitan access networks, and has been shown efficierarf [I. FLUID MODEL OF MULTI-PATH PROTOCOLS

a large spectrum of future traffic scenarios. In this paper we In this section. we model each source usina a fluid rep-
analyze the performance of MIRTO, TEXCP and TRUMP, three tati f th, di .”ﬁi ) al hg i f P
recently proposed multi-path routing algorithms. Modeling of ~'€Sentation ot the sending ra ?(t) along each pathi for

such algorithms is performed through fluid models, based on @ given flowd and we take delays into account. We keep,
ordinary differential equations (ODESs). On a US-like backione for each algorithm, the same notation of the corresponding

network, with and without in-network fair queuing sc_:hedulers_, original paper in order to help the reader comparing these
TEXCP and TRUMP show faster convergence times while equations with the protocol definition

MIRTO, that relies on simpler feedbacks, consumes less netwk
resources. A. MIRTO

MIRTO [5] is a distributed algorithm built on the water-
filling procedure of max-min fairness as basic criteria. The
Robust routing exploiting multiple paths is a powerfusending rate of every path is updated evérgnd the protocol
approach for overload control, mostly for intra-domain TEStarts to fill the best ranked paths first. All transmitters

inter-AS path selection under the same ISP, routing in eg=l implement a window flow control protocol additive increase
networks and metropolitan access networks. multiplicative decrease (AIMD) as TCP. Every egress node ha

Multi-path routing can be performed on individual end-toto feed-back to the sources whether the paths are congested

end flows or on aggregate flows between network nodes at ffenot.
edge of an AS or between wireless backhauling nodes. There iS$ince AIMD in presence of drop tail buffer management
no notion of fairess for aggregates as the objective is tiwkw Nas not stationary solution, MIRTO agents average rate per
the maximum throughput subject to network costs, while f¢ath over a periodic cycle. If the average rate over a path
flows fairness is an issue. Scalability concerns arise fav flo/aries with respect to its absolute value of only few persent
multi-path routing due to the fact that per flow agents shoultl is considered in “steady state”. When all paths are in
run at a gateway with multi-path capabilities. This may peteady state MIRTO reduces the rate over all paths in order
solved in case agents are installed at clients, raisingsssn 0 prevent sub-optimal allocations.
cheating sources non respecting a common fairness criterio o ) )
Fairness might be imposed by in-network link scheduling lik Rates’ evolution is described through a system of determin-
fair queuing or other approximate fair dropping mechanisnsC ODEs alqng the line of classical fluid mod_els of TCP [4],
(as [6]). [7]. Let us writeR, =T Vv RTTl-(t_) wherel/T is the probe

In this paper we introduce an analytical model in ordd@te- For ally’, i € Py, d € D (beingPy the set of paths of
to compare different routing schemes using fluid ordinafiPW d and® the set of flows) we have:

differential equations (ODESs). The framework can be adhpte dyd(t)  ovd(t) drad , 4 rd _
according to the application, i.e. whether the protocol ou Cdt R = By ()5 (t — Ri) — v X ep, ¥5 (0)CH(t — Ri)
route aggregates or flows. The sending rate of MIRTO [5], 1)
TEXCP [2] and TRUMP [3], is modeled and the performancket us illustrate each term in detail.

of the three protocols is analyzed on the Abilene network

topology with FIFO and FQ scheduling. To the best of our 1) Increase term: the first term, at the right member of (1)
knowledge, this is the first time a comparison of the afor@ccounts for the additive increaseydf(¢) over time with slope
mentioned routing algorithms is performed, and the modelimy/ R? where« is the increase parameter (=1 in TCP Reno).

framework is a contribution in itself. TEXCP and TRUMPThe increase takes place when the path is selected, acgordin
show faster convergence times than MIRTO, while this lagt the decision function; (t).

|I. INTRODUCTION

if i € Py
2)
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where P, defines the set of all paths in “steady state” anchost expensive path with respect to the previously destribe
Sd(t) is a path cost measure defined as the sum of the invedsinition of cost.
of the link capacities:

B. TEXCP
S-d(t): Zkeﬁfc% VkE,Cg Qk(t—Ri)<Bk (3)
! 00 JkeL! Qult—R;) = By. TEXCP [2] is a distributed algorithm that balances load over
_ ) multiple paths trying to minimize the maximum link load over
Q(t) denotes the size of quedaat timet. As one can remark the network. TEXCP takes into account links’ utilizatiorath

from (2), the decision function acts differently on pathatth js measured in every node and fed back to transmitters throug
are in transitory or in steady state. The path selectionriesst periodic probes of perioff,. Load balancing is adapted every

in 2, 3 obeys to these rules: T, > T, with the following rule, for a flows on pathp:
« As long as pathi is in steady statey¢ grows if and only
if 7is the mlr_umum <_:ost %ath amo_ng f';lll. Z‘T-Sf“ » Zwmu —ep) b€ Usp = Unmin
« When pathi is transient,y; grows if ; is the best path Azgp = 7% S
among all transient paths. s e T Yep Usp 7 Umin

Path i is assumed to be congested if at least one link _ .

k € £¢ is in saturation, i.eQy(t) = B, being By, the buffer WNerérs, is the sending rate of flow along pathp, us,

size and¢ the link set of demand over pathi. The queue is the most recent n,Ot'f'ed Ut'l'zat',on along the path

models will be presented later. The cost associated to a AgerY Tp), tmin = minyug, and e is a small constant.

congested path, S¢ is given by the sum of the inverse OfThe resulting split ratio may need to be re-normalized so
4 3

capacities of links inc¢ (3), i.e. the sum of the link costs. that 32, v = 1. 1y is the “’r‘su't of flow sharing at the
bottleneck along the path using an AIMD rate controller

hat receives ever congestion feedbacks from the

p
right member of (1) account for the rate decrease. A co _(_)des. Rate adaptation is then obtained as the vygighted
gestion notification on a link within path causes a a rate ifference -(by the parameters an_d. P) between positive
reduction of3y?(t) (3 = 1/2 in TCP Reno)s(t) indicates and negative feedbacks. An additional parametermay

; s i be used to weight rate allocations inversely proportiooal t
the occurrence of congestion within paiffor flow d, as .
¢ P the path length or delay (TEXCPSP). See [2] for more details.
of() =1~ [T Liovw<n

keLd We model TEXCP (or TEXPSP) as follows. Consider a
given link!, andP' the set of all flows crossing theof number

(17\71 = |P!|, be Q;(t) the queue length, ang, = M the
ink utilization. We write the load balancing equation as:

2) Decrease terms: the second and the third term at th

regardless of the queue model. In addition to the multigliea
decrease ofyd(t) our algorithm introduces a coordinate
redu_ction of the rate, through the terd_ . p. yj-l(t), Pro-  Ge,,
portional to the total rate of flow/, when all paths are either “@t = —
congested or in steady state, as expressed’ty),

Tsp 3 Tsi(B)us t—T, o
d Zl To > Z(l iw((t) ) — Uj (t - TP) + € U; = Umin
¢(t) = H ]I{S?(t):w} rap (i Tei(Dui(t=Tp) wilt —T,) wi # U
JEPa\Pa 2 2 rsilt) ’ b ’ e
¢4(t) is conventionally set to one ipd\ﬁd £ (). Let us writeg,, rate adaptation of flow over pathp, through

The decrease parametemuantifies the level of coordinationd® andé~ the positive and negative feedbacks respectively.
between all paths of a given flow as it intervenes on all

paths jointly. Note thaf3 and~y must be chosen as to avoid % =6t — 5 gsp(t —Tp)

the rate to become instantaneously negative. We get rid®f th dt

condition in numerical evaluations by limiting the deceasyhere

term toyf (t) A ( Byl () + 7D ep, y;-i(t)) . We define a rate .

over a path to be in steady state as long as the variations of (6F,07) = {(ﬁ,o) ¢ 20

its mean value remain bounded by a constrite. (0, = o1 —) ¢ <0
kepl Tk

vit) — git - T
gt =11

) ’ <, beingg; = o (C1 = Y pepi Ti) — BQU(L).

The sending rate over path of flow s is thenr,, =
7d(t) denotes the exponential moving average up to timemin(zs, Ps, gsp) being P, the peak rate of flows.
with smoothing parametef?, taken proportional taR;(t), In order to make TEXCP give priority to the shortest paths
dyd(t)/dt = —[gd(t) — yd(t)]/T?. For bottlenecked sources,(TEXCPSP) an additional variable is requiregt:= (2/R¢)”
equation (1) is slightly modified with an additional term aso thats™ = (¢vf)/ >, v where R is the RTT of flowd
the right member: a decrease term equakfd;(t)? over the traversing linki.




C. TRUMP and zero otherwise. The loss ratét) is given by the excess

TRUMP is a network protocol that is obtained through2t€A(t) —C in congestion:A(t) > C,Q(t) > B, with B the
decomposition of the optimization problem of routing ang§torage capacny:;j is one if flowd is routed through link,
congestion control with network costs. The objective is 680 otherwise.
maximize)_ U, —w ), C;, the weighted difference among _ ] J o
the aggregated utility among all sourceand aggregated cost 2) FQ: Time evolution ofQy;, the per flow occupation, is
among all network links. Details on the decomposition can bélriven by the following set of equations

found in [3]. The resulting protocol requires nodes to eatdu dQ(t)
the following link congestion measures: dkt = A}(t) — Di(t) — Li(t), YdeD (5)
p(t+T) = [pi(t) — B(C; — Np/T)] T where each term is defined according to
d _.d,d
q(t+T)=w/Ciexp <NT/T> Ap(t) =riye(t)
‘i , Lot >0}
sst+T)=qt+T)+pt+T) Di(t) =C

k

Ly >0L{ag 10}
where Ny is the amount of bits that crossed the link during ;a v 4, (1) — )+ 1 ) )
the time intervalT. s; is then fed back to sources. The rate k1) =(Ax (1) k) {d=argmax, Q' (1), Q' (t)=Bx }
variation at the sendef along pathp is calculated through Ad(t) is the flow rate of flowd, D{(t) the rate scheduled to
the following formula: flow d andL¢ () the loss rate experienced by flaivaccording

to the longest queue drop policy.
Ayd =~ <1/ZSz - Z@ﬁ)

lepP D

IV. PERFORMANCE EVALUATION

. . . The algorithms’ evaluation is obtained by solving the syste
g;zs;grede;hc?nlmed ::?rlg%gwfge fﬁgg}‘g?i;&?ﬁ:;ﬁ'neeofOODEs for source rates and link queues derived in previous
~1ore W yu w V€ L% tions. We use the method of Runge-Kutta of the 4-th order
rate limitations. to solve the problem
The dynamic of TRUMP is given by the following ODEs '
at link I,

t 100 ,
pi(t) = pu(0) +max (0, ~ fy B(Ci — X p (D)t )
Tavi® —&-MIRTO
= WeT o = . 8of —e—TEXCP ]
di(t)=ge @, si(t) =mplt) +dt) 7 e TRUMP
and for a source with RTT R; along pathi, = 50
5
dyf d g oy
= - ) - = =)
dt 7;%() lel(t—Ri) g 40
|_
1. QUEUE MODELS
The queue models that we consider are FIFO with drc
tail and FQ with drop from the longest queue first (DLQF) | B
FIFO is used as a neutral scheduler that does not realize : 0 20 40 60 80 100 120
particular form of fairness because it delegates this issue Time [s]

end-to-end protocols. FQ, on the contrary imposes at evefy. 1. Time evolution of the throughput of MIRTO, TEXCP an&@IMP
link max-min fairness among all flows crossing it ( [1]).  with FQ scheduling in the nodes: flow 1.

1) FIFO: The time evolution ofQ(¢) follows:

%’;@ = Ai(t) — Di(t) — Li(t) (4)

where each term is defined according to
Ap(t) = Yaeprivi()
Di(t) = Crlyq,1)>0)
Li(t) = (Ak(t) — Ck)TLiQu(t)=By)
The arrival rateA(t) is the superposition of all flow rates =

routed through the queu@(t). The departure ratd(¢) is
given by the link capacities when the queue is non empty Fig. 2. Abilene Network Topology (http://abilene.intet2edu/).




] MIRTO [ TEXCP [ TEXCPSP [ TRUMP |

F P| ThrPut Linkl Link2 Link3| ThrPut Linkl Link2 Link3| ThrPut Linkl Link2 Link3| ThrPut Linkl Link2 Link3
o 100 (50) - - 50 (50) - - 89 (50) - - 96 (50)
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v 3100 (108) 0(25)| 09 A08) | 7T o4 (05) 100 (208) T T 0510 7D L T T g0
i T 100 (33) - T 3533 - 7333 0 ~100 (33)
oy - 0 (25) .- 2425 - 31 (25 ; 0 (10)
243100 108) (oo 29| 100 o8y 1o T 2 s aoe)y i T P00 s !
” - T 100 (25 - - 2825 - - 325 - el (5
e - 0(25) - 2425 - 1925 ; - 0(10)
¥4 100 (89) 0 @) 82 (83) T G TP o NG
TABLE |

RATE IN MBPS FORFIFOAND FQ (IN BRACKETS). LINK1=(3,5), LNK2=(6,5), LNK3=(8,5).

. . Utilizati Throughput

We employ .the Ab_|lene netv_vprk (Figure 2) as topology VIRTO 60'(')2?9'53) 3(;8%%9'[9“;
for our analysis. All link capacities are set t6=100Mbps, TEXCP | 932 (939) | 300 (299)
gueue limit is 10 packets, propagation delay is negligiate] TEXCPSP | 731 (939) | 300 (299)
packet size is set to 1500B. RTT is then given by transmission TRUMP | 475 (554) | 257 (209)

plus queuing delay. We consider a hot-spot scenario toward TABLE Il
. . . NETWORK USAGE AND FLOWTHROUGHPUT INMBPS. FIFOAND FQ (IN

node 5 that has an aggregate incoming capacity of 300Mbps: BRACKETS).
Three sources, nodes 2, 6, and 10 send traffic to the same
destination, node 5 (flow', 32, 3> respectively). We supposenodes. TRUMP and TEXCP converge fast, being equation
every flow can exploit three paths to route traffic toward theased, although all parameters need to be tuned ad hoc for
destination. As path cost, we chose the sum of the inversach particular scenario. Remember that both algorithigs re
of the link capacitiesc to packet transmission delays) andn precise ECN, feeding back information on the available
paths are ranked in increasing cost order: e.g. the bestopatthandwidth along every path. On the contrary MIRTO probes
flow y! is y{, its second best path ig while 3 is the worst paths to discover available bandwidth and relies on simple
among its three available paths. Link (3,5), (6,5), (8,% aECN. In the case of FIFO scheduling, not reported here for
the bottlenecks and are indicated as link 1, 2, 3 respegtivelack of space, the convergence time of MIRTO decreases.
We consider a traffic scenario where all flows have infinitEBEXCP and TRUMP are not affected by the scheduling policy
backlog and results include calculations for scenariob #ie and they still converge faster than MIRTO.
two queue policies: FIFO with drop tail and FQ with DLQF. V. CONCLUSIONS

Table | and Il reports the results (FQ in brackets). MIRTQ We have presented a fluid model of MIRTO, TEXCP and
allocates 100Mbps to all flows and employs only shorteSRUMP under FIFO and FQ at network links and compared
paths when scheduling is FIFO. TEXCP tends to use their performance by means numerical evall_Jatmns. TEXCP
amount of bandwidth close to the fair rate along each path. 83Rd TRUMP both have good performance in term of fast
the contrary, TEXCPSP allocates bandwidth proportionlly cOnvergence thanks to explicit congestion notification.tm _
paths’ RTTs. MIRTO and TEXCPSP have similar performan@her hand, MIRTO uses less network resources and relies
while TRUMP gets much less throughput. TRUMP migh®" simples f_eedbacks. The evaluaﬂ_on also hlghllghtedtthat
employ, as MIRTO and TEXCPSP, only shortest paths fqrce bano!W|dth aIIo_cat|0n to be fair at every link on a per-
light load, but it under-utilizes them because every patst cd!OW base is sub-optimal.
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